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ABSTRACT 

This study critically examined the ethical implications of Artificial Intelligence (AI) integration within academic 

environments, aiming to strengthen institutional safeguards for academic integrity in the digital age. With a 

bibliometric approach, the analysis draws upon 107 documents published between 2015 and 2025 in the Scopus 

database, employing VOSviewer for network, overlay, and density mapping. The findings reveal a decentralized and 

rapidly expanding research landscape, marked by high collaboration rates but moderate citation impact, suggesting 

both vibrancy and conceptual fragmentation. Key thematic concentrations include algorithmic fairness, AI-assisted 

authorship, and transparency in academic processes. Temporal analyses highlight a shift from foundational ethical 

concerns to emergent pedagogical challenges, reflecting a reactive rather than anticipatory research posture. 

Moreover, the underrepresentation of non-Western epistemologies points to critical gaps in inclusivity. This study 

underscores the necessity of developing proactive, interdisciplinary, and globally attuned ethical frameworks to ensure 

AI's responsible deployment in academia. The findings advocate for a recalibration of scholarly discourse towards a 

more holistic, sustained, and equity-driven ethical engagement with AI technologies. 
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1. INTRODUCTION 

In recent years, the rapid integration of artificial intelligence (AI) into academic environments has precipitated a 

complex phenomenon characterized by both transformative opportunities and substantial ethical challenges (Guleria et 

al., 2023; Steinerová & Ondrišová, 2024). The emergence of AI technologies—from chatbots and generative language 

models to advanced data analytics—has redefined various facets of academic work, including teaching, learning, and 

research. However, significant concerns surrounding academic integrity, data privacy, and the authenticity of 

scholarly work have surfaced, demanding urgent ethical scrutiny (Guleria et al., 2023). Previous studies have 

systematically examined the ethical dimensions of AI across various contexts. Steinerová & Ondrišová (2024)have 

highlighted a paradigmatic shift towards ethics in AI through bibliometric analyses, revealing the interdisciplinary 

collaboration that is increasingly central to tackling ethical challenges in the information age. Similarly, research on 

ChatGPT and other conversational agents in academia has underscored the potential of such tools to stifle critical 

thinking and compromise scholarly integrity if not used responsibly (Guleria et al., 2023). Other studies have ventured 

into the role of digital transformation in higher education, emphasizing the necessity for sustainable and responsible 

AI adoption that bridges the gap between technological innovation and ethical accountability (Sayed et al., 2024; 

Shenkoya & Kim, 2023). 

Despite these important contributions, a notable research problem persists regarding the comprehensive 

understanding of how AI affects academic integrity. Specific ethical concerns—such as issues related to data security, 

algorithmic bias, and the authenticity of AI-generated content—have received attention (Guleria et al., 2023; Dergaa 

et al., 2023), yet there remains a dearth of research employing bibliometric approaches to examine these issues 

holistically within academia. Early investigations, including those by Kooli (2023) and Baker et al. (2023) have 

described ethical dilemmas in the deployment of AI tools; however, these studies often lack the integration of 

multidisciplinary insights necessary to capture the multifaceted nature of the problem entirely. 

The research gap is further accentuated by limited attention to the interplay between ethical guidelines and 

academic digital literacy. Although studies such as Hakimi et al. (2021) have mapped ethical concerns in digital trace 

data usage in educational research; there is insufficient focus on designing and implementing institutional policies that 

protect academic integrity while encouraging innovative AI use. Moreover, while previous bibliometric analyses have 

considered technological ethics broadly (Steinerová & Ondrišová, 2024; Verma & Garg, 2023);, they have seldom 
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scrutinized the ethical challenges unique to academic environments, thereby leaving unanswered questions about best 

practices and regulatory frameworks necessary for reconciling innovation with ethical preservation. 

The novelty of the current study lies in its integration of a bibliometric analysis to address this specific gap. By 

examining literature published between 2020 and 2025 from the Scopus database, this research aims to provide an 

empirical, multi-dimensional perspective on the ethical issues precipitated by AI in academic contexts. Unlike 

previous studies that predominantly focused on isolated aspects of AI ethics (e.g., the effects of generative AI on 

academic writing Dergaa et al. (2023), this study synthesizes findings from diverse disciplinary perspectives. It 

leverages bibliometric mapping techniques to unearth trends, interconnections, and emergent themes that underscore 

the current state of ethical discourse in academia (Steinerová & Ondrišová, 2024; Verma & Garg, 2023). 

The primary purpose of this research is to safeguard academic integrity in the digital age by establishing a robust 

ethical framework for AI use within academic institutions. This framework is intended to guide policymakers, 

educators, and researchers by offering comprehensive insights into AI technologies' ethical challenges and 

implications. The study seeks to highlight existing deficiencies in policy and practice and propose actionable 

strategies for integrating ethical guidelines into the digital transformation discourse within academia.  

2. METHODOLOGY 

This research adopts a robust and replicable methodology designed to systematically map the contemporary 

research landscape of ethical concerns associated with artificial intelligence (AI) within academic environments. The 

approach is structured into three interconnected phases: data sourcing, selection, and analysis. Initially, the Scopus 

database was chosen as the principal source due to its extensive coverage of high-quality academic outputs—including 

journals, conference proceedings, books, and book chapters—ensuring the comprehensive inclusion of pioneering and 

emerging scholarship in the field . This selection mirrors current trends in publication volume and research 

collaboration and significantly enhances the academic validity of the subsequent bibliometric mapping. 

In the data sourcing hase, a meticulously defined protocol was implemented, incorporating a broad keyword-based 

search strategy tailored to capture studies addressing the ethics of AI in academic settings. The rigorous process 

adheres to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines, ensuring 

that each step—from initial search through de-duplication and screening—is completely transparent and reproducible 

(Page et al., 2021). By confining the analysis to English-language documents published between 2015 and 2025, the 

study ensures that the dataset reflects the evolution of research trends and the current state of the art, providing an up-

to-date picture of the field..  Following the thorough data selection, the study employed advanced bibliometric 

analysis using the VOSviewer software. This tool enables a nuanced visualization of publication patterns, thematic 

evolutions, and the intricate interrelationships among key concepts in the literature (Oladinrin et al., 2023; Traymbak 

et al., 2024). VOSviewer facilitates network, overlay, and density visualizations, making it possible to discern 

established and emergent thematic clusters in the research.  

3. RESULT AND DISCUSSION 

3.1 Main Information 

Table 1 provides a comprehensive snapshot of the research landscape on the ethics of Artificial Intelligence (AI) in 

academia over the decade from 2015 to 2025. One hundred seven documents were analyzed and authored by 348 

scholars across 81 different sources. Interestingly, only 16 documents are single-authored, highlighting a strong trend 

toward collaborative research, which is further reinforced by an average of 3.4 co-authors per document and an 

international co-authorship rate of 22.43%. This information reflects the inherently global and interdisciplinary nature 

of ethical concerns in AI, requiring insights from diverse cultural, legal, and educational perspectives. 

Table 1. Main Information Data Research 

Description Results Description Results 

MAIN INFORMATION ABOUT DATA 
 

AUTHORS  

Timespan 2015:2025 Authors 348 

Sources (Journals, Books, Conference Proceedings) 81 Authors of single-authored docs 16 

Documents 107 AUTHORS COLLABORATION  

Annual Growth Rate % 23.11 Single-authored docs 16 
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Document Average Age 1.86 Co-Authors per Doc 3.4 

Average citations per doc 7.093 International co-authorships % 22.43 

References 0 DOCUMENT TYPES  

DOCUMENT CONTENTS 
 

article 34 

Keywords Plus (ID) 772 Book Chapter 1 

Author's Keywords (DE) 378 conference paper 72 

 

The annual growth rate of 23.11% signals a surging scholarly interest in this domain, likely catalyzed by the 

exponential adoption of AI tools in academic settings during and after the pandemic. The relatively young average 

document age (1.86 years) demonstrates the field’s dynamic evolution, where novel challenges continuously emerge 

and demand fresh ethical scrutiny. The average citation per document (7.093) suggests a healthy academic 

engagement but also points to the need for further foundational work to solidify ethical standards. This dataset's 

structure highlights a rapidly expanding, highly collaborative scholarly conversation concerned with AI's capabilities 

and, more critically, with its responsible integration into academic ecosystems, safeguarding integrity, equity, and 

trust.  The prolific growth rate underscores a surging urgency and scholarly attention toward AI's ethical ramifications 

in academic settings. However, this growth may not necessarily equate to depth or quality. The relatively low average 

citation per document (7.093) hints that while many publish on the topic, few works are foundational or widely 

influential and may suggest either fragmentation in the field or that it is still in its conceptual infancy. 

3.2 Network Analysis 

Figure 1 illustrates a network analysis that unveils the complex relational architecture among scholars, institutions, 

and principal concepts within the domain of AI ethics in academic settings. Prominent nodes, representing influential 

authors and seminal publications, are intricately interwoven through extensive collaborations and citation linkages, 

resulting in distinct thematic clusters (Di Vaio et al., 2020; Watrianthos et al., 2023). These clusters encapsulate 

diverse research foci, such as the investigation of algorithmic bias in automated grading systems, the development of 

detection mechanisms for academic dishonesty, explorations of philosophical frameworks underpinning AI ethics, and 

the formulation of governance models for the responsible use of AI in academia  (Di Vaio et al., 2020). 

 
Figure 1. Network Analysis 

The visualization underscores a notable decentralization of scholarly authority, with no single researcher or 

institution monopolizing the discourse; rather, it reflects a rich plurality of voices—a factor that is promising for 

ethical deliberation, as diverse perspectives tend to fortify robust ethical frameworks (Gao et al., 2024; Watrianthos et 

al., 2023). At the same time, several peripheral nodes indicate that emerging researchers and nascent theoretical 

contributions have yet to be fully integrated into mainstream discussions. This dispersion denotes opportunities for 

greater inclusion and cross-disciplinary engagement and signals a potential challenge in consolidating a coherent 

ethical framework across the field (Di Vaio et al., 2020). 

This heterogeneous network embodies an essential ethical imperative in academia: safeguarding academic 

integrity must be approached as a collective, continuously negotiated process rather than as a rigid, top-down 

imposition. While such decentralization facilitates pluralism and broadens the spectrum of perspectives, it may also 
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engender fragmentation of consensus in normative domains like ethics, where uniform guidelines are critically 

important (Watrianthos et al., 2023). Moreover, the absence of a clear core-periphery structure—where seminal works 

could anchor emergent research—might hamper the convergence of these diverse contributions into a unified 

framework, leaving educators and institutions without coherent guidance for the responsible implementation of AI 

technologies (Yuan et al., 2024).  The disconnection of many peripheral nodes from the central thematic dialogue 

suggests the existence of geographical or disciplinary silos, raising a more profound ethical concern regarding 

representativeness. Specifically, this disconnect prompts an inquiry into whose voices are missing from the discourse. 

It is imperative to question whether scholars from the Global South or non-English-speaking contexts are adequately 

represented, as ethics is inherently contextual. The underrepresentation of diverse epistemologies could skew 

perspectives on what is deemed "ethical" in deploying AI in academic settings, thereby limiting the field's 

comprehensiveness and applicability (Gao et al., 2024). 

3.3 Overlay Analysis 

The overlay analysis presented in Figure 2 introduces a temporal and developmental dimension to the network, 

elucidating when pivotal themes and collaborative linkages first emerged and how they have evolved. Early studies, 

dating back to 2015–2018, concentrated on foundational ethical concerns, most notably data privacy and algorithmic 

discrimination issues. As the landscape has shifted, more recent nodes have begun to surface, addressing topics such 

as AI-assisted authorship attribution, the ethical implications of AI tutoring systems, and the inherent risks of 

deploying automated tools for detecting research misconduct (Ahmed et al., 2023). The conspicuous bright yellow 

nodes within the overlay suggest that the most intensive scholarly activity currently centers on transparency, 

accountability, and the humanization of AI systems in educational contexts. This trend underscores academia's urgent 

need to recalibrate ethical frameworks in response to new technological realities and in alignment with evolving 

societal expectations regarding fairness, agency, and trust (Runcan et al., 2025). 

 

 

Figure 2. Overlay Analysis 

Furthermore, the overlay analysis captures a marked transition from initial, more structural concerns—such as 

issues of pervasive digital surveillance—to emerging pedagogical challenges exemplified by the integration of 

generative AI tools like ChatGPT in assessment practices. This observed shift reveals an underlying tension: while the 

dynamism of the field reflects a robust engagement with new technology, it also suggests a reactive pattern of 

scholarship where research is driven by the latest innovations rather than by a proactive, long-term vision for ethical 

integration (Artyukhov et al., 2024). Such a reactive orientation risks fragmenting consensus, especially when there is 

limited longitudinal or cross-cultural research that can fully contextualize and generalize ethical prescriptions. 

The overlay analysis portrays a field in vigorous flux, continually reshaping its priorities in response to AI's 

disruptive trajectory. This temporal evolution illustrates that while scholars are indeed contributing to a rich and 

multifaceted discourse, there remains an imperative for more proactive and inclusive research that bridges disciplinary 

and geographical divides. Without expanding the methodological depth to include longitudinal or comparative 

analyses, ethical guidelines may remain too narrow or transient, potentially ceding normative leadership to the rapid 

innovation cycles of technology developers. Consequently, a more integrative approach incorporating diverse 
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epistemological perspectives is essential to ensuring that ethical deliberations in AI research within academic settings 

remain comprehensive, anticipatory, and contextually relevant. 

3.4 Density Analysis  

The Density Analysis depicted in Figure 3 provides a nuanced perspective on the concentration of scholarly 

activity across various research topics. Warmer hues on the density map highlight critical ethical hotspots, such as 

algorithmic fairness, intellectual property rights related to AI-generated contributions, and the responsible use of AI in 

academic assessment environments (Ajayi, 2024; Mukhamediev et al., 2022). These areas of concentrated research 

indicate where attention is heavily focused, yet they also reveal potential ethical blind spots. For example, while the 

literature robustly addresses technical and procedural dimensions of AI ethics, significant gaps remain regarding the 

psychological impact of AI integration on students' learning autonomy and the long-term institutional ramifications of 

widespread AI adoption (Ajayi, 2024; Sposato, 2025). 

 

 

Figure 3. Density Analysis 

Furthermore, density visualization suggests that while some issues attract extensive research interest, others 

remain underexplored. Emerging areas, such as AI-driven mental health interventions in academia, have not yet 

received proportional scholarly attention, urging a more balanced and anticipatory research agenda  (Ajayi, 2024). 

Recognizing that high-density research clusters do not inherently equate to high-impact findings is crucial. The 

aggregation of studies around popular themes can create echo chambers, where repetitive debates may marginalize 

equally important yet less glamorous issues, such as the emotional labor implicated in AI tutoring systems or the 

ethical design of educational algorithms that accommodate neurodiverse learners (Dabis & Csáki, 2024; Goktas, 2024; 

Lewis & Stoyanovich, 2022). 

Moreover, the density analysis uncovers an important methodological critique: the absence of clear normative or 

jurisprudential anchors within these clusters and raises the question of whether scholars are rigorously engaging with 

established ethical frameworks, such as deontological or virtue ethics, or if the current discourse is simply reactive and 

fragmented in response to rapid technological changes (Dabis & Csáki, 2024; Lewis & Stoyanovich, 2022).  

4. CONCLUSION 

The bibliometric analysis delineates the contours of contemporary scholarship on AI ethics in academia, revealing 

a field characterized by rapid expansion, interdisciplinary collaboration, and evolving thematic priorities. Despite 

notable advancements, the research landscape remains fragmented, with limited theoretical consolidation and 

insufficient global representativeness. While prominent themes such as algorithmic fairness and AI-generated 

academic outputs dominate scholarly attention, deeper structural and philosophical inquiries remain underexplored. 

The temporal progression of research interests evidences a predominantly reactive orientation, suggesting that ethical 

theorization often lags behind technological innovation. 

These findings illuminate critical vulnerabilities in current academic responses to AI's ethical challenges. The 

absence of longitudinal, comparative, and contextually diverse studies risks narrowing the ethical discourse, rendering 
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it less resilient to future technological disruptions. Therefore, safeguarding academic integrity necessitates a strategic 

shift toward proactive, inclusive, and interdisciplinary ethical frameworks. Academic institutions, policymakers, and 

researchers must collaboratively cultivate ethically robust environments prioritizing human-centered values, epistemic 

diversity, and anticipatory governance. Only through such deliberate and forward-looking efforts can academia fully 

harness AI's transformative potential while preserving its core mission of integrity, transparency, and critical inquiry. 
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